
AP Statistics      NAME:       

Exam Review: Strand 2: Sampling and Experimentation Date:     Block:  

II. Sampling and Experimentation: Planning and conducting a study  

(10%-15%) 

Data must be collected according to a well-developed plan if valid information on a conjecture is 
to be obtained. This plan includes clarifying the question and deciding upon a method of data 
collection and analysis. 

1. Overview of methods of data collection 

1. Census – a process by which every member of a population is studied. 

2. Sample survey -  

3. Experiment 

4. Observational study 

2. Planning and conducting surveys 

1. Characteristics of a well-designed and well-conducted survey 

2. Populations, samples, and random selection 

3. Sources of bias in sampling and surveys 

4. Sampling methods, including simple random sampling, stratified random 

sampling, and cluster sampling 

3. Planning and conducting experiments 

1. Characteristics of a well-designed and well-conducted experiment 

2. Treatments, control groups, experimental units, random assignments, and 

replication 

3. Sources of bias and confounding, including placebo effect and blinding 

4. Completely randomized design 

5. Randomized block design, including matched pairs design 

 

SAMPLING 

I. Vocabulary  

Sampling Frame – the list of all members of a population from which the sample is taken.   

Representative Sample – a sample that has the essential characteristics of a population being 

studied and is free of any type of systematic bias. 

 

Random Sample – each member of the population is equally likely to be included. 

 

Simple Random Sample (SRS) – a sample of a given size is chosen in such a way that every 

possible sample of that size is equally likely to be chosen. 

Example:  If I randomly choose two players from each team in the NFL, is this a simple 

random sample? 

 

Systematic Sample – the first member of a sample is chosen by some random procedure and 

then the rest are chosen according to some well-defined pattern. 



Stratified Random Sample – subgroups of the sample, called strata , appear in approximately 

the same proportion in the sample as they do in the population. 

 

Cluster Sample – The population is divided into sections or “clusters.”  Then we randomly select 

an entire cluster, or clusters, and sample all members of the cluster(s). 

 

Systematic Sampling Selection Bias – the method by which a sample is taken makes it 

nonrepresentative of the population.  Our results will favor one outcome or another making it a 

poor estimator the population parameter. 

 Voluntary Response Sample – people choose whether or not to participate in the survey. 

 Convenience Sample – a sample is taken by the easiest possible way. 

Judgment Sample – an expert decides who to include in a sample to make it 

representative. 

Size Bias – the chance of being selected for a sample is based on the size of different 

groups in the sample. 

Undercoverage – occurs when some part of the population being sampled is excluded.  

Only a small part of the population is being interviewed. 

Example: A pollster conducts a telephone survey to gather opinions of the general 

population about welfare.  Persons on welfare too poor to be able to afford a 

telephone are systematically excluded. 

 

Response Bias – the responses to a survey are improperly measured. 

Voluntary Response Bias – people from a self-selected sample – those who feel strongly 

about an issue are most likely to respond. 

Non-Response Bias – The possible biases of those who choose not to respond. 

Questionnaire Bias – The wording of the survey question(s) is such that it influences the 

answers of the respondents. 

Example: Would you favor or oppose a new US space program that would send astronauts 

to the moon? 

Would you favor or oppose US government spending billions of dollars to send astronauts 

to the moon? 

Incorrect Response Bias – untruthful responses given by the respondents.  This can come 

from incorrect measuring devices, a survey about a sensitive topic that compels a false 

response, a desire to please the interviewer that prompts a false response, etc. . .   

 

II. Selecting a Sample  

Steps in Choosing a Simple Random Sample (SRS) 

1.  Start with a list of all the units in the population.  

2.  Number the units in the list.  

3.  Use a random number table or generator to choose units from the numbered list, one 

at a time, until you have as many as you need. 

 



Steps in Choosing a Stratified Random Sample 

1.  Divide the units of the sampling frame into non-overlapping subgroups.  

MAKE THE UNITS IN EACH STRATA SIMILAR 

MAKE THE STRATA AS DIFFERENT AS POSSIBLE 

2.  Take a simple random sample from each subgroup.  Try to make the sample sizes in 

each strata proportional to the population sizes of each strata. 

 Benefits of Stratifying 

a. Convenience – It is easier to sample in smaller, more compact groups that in one 

large group. 

b. Coverage – coverage of each stratum is assured. 

c. Precision – stratification tends to give estimates that are closer to the value 

for the entire population than does an SRS.   

STRATIFICATION REDUCES VARIABILITY 

 

Steps in Choosing a Cluster Sample 

1.  Create a numbered list of all the clusters in your population.  

2.  Take a simple random sample of clusters.  

3.  Obtain data on each individual in each cluster in your SRS. 

 

Steps in Choosing a Two-Cluster Sample 

1.  Create a numbered list of all the clusters in your population, and then take a simple 

random sample of clusters.  

2.  Create a numbered list of all the individuals in each cluster already selected, and then 

take an SRS from each cluster. 

THE VARIATION WITHIN EACH CLUSTER SHOULD REFLECT THE VARIATION 

IN THE POPULATION 

 

Steps in Choosing a Systematic Sample with Random Start 

1.  By a method such as counting off, divide your population into groups of the size you 

want for your sample.  

2.  Use a chance method to choose one of the groups for your sample. 

 
 
 

 

 

 

 

 

 

 

 

 

 



OBSERVATIONAL STUDIES AND EXPERIMENTS 

- used to determine cause and effect. 

 

Observational Study – no treatments get assigned to units, the conditions are already built into 

the units being studied. 

 

Experiment – used to determine the extent to which treatments (explanatory variables) affects 

outcomes (response variables)  

A well-designed experiment satisfies the principles of  . . .  

1. Control – comparing several treatments in the same environment.  NOTE: Control is 

not synonymous with “control group”.  This controls for the effects of confounding  

variables. 

2. Randomization – random allocation of subjects to treatment groups, not to the 

selection of subjects for the experiment.  Randomization helps avoid bias and 

equalizes the effects of lurking variables among the groups. 

3. Replication – using a large enough number of subjects to reduce chance variation in a 

study. 

 

Confounding Variable – variable that has an effect on the outcome of the study but whose 

effects cannot be separated from those of the treatment (explanatory) variable. 

 

Lurking Variable – variable that has an effect on the outcomes of the study but whose 

influence was not part of the investigation.  A lurking variable can be a confounding variable. 

 

Placebo – a dummy treatment that separate genuine treatment effects from possible subject 

responses due to simply being part of an experiment.  PLACEBO IS NOT NECESSARY IF A 

NEW TREATMENT IS COMPARED TO AN ESTABLISHED TREATMENT. 

 

Double-blind – neither the subjects nor experimenters know which group is receiving the 

treatment or control. 

 

Experimental Designs 

1. Completely Randomized Design – randomly assign subjects to treatments and control 

groups, administration of different treatments to each group, and comparison of the 

outcomes. 

 

 

 

 

 

 

 

 



2. Block Design – Sort your subjects into similar units.  That is, they are similar because you 

expect them to have similar responses to the treatments.  Randomly assign which unit in 

each block receives each treatment.   

REMEMBER, EACH BLOCK GETS ALL OF THE TREATMENTS 

USED TO REDUCE WITHIN-TREATMENT VARIABILITY (CONFOUNDING 

VARIABLES) 

a. Matched Pairs  – Pair subjects into blocks by some characteristic or measurement 

(i.e. height, race, age, resting heart rate, cholesterol levels) 

b. Matched Pairs (Repeated Measures) – Each subject is a block in which the 

experiment is conducted.  Each subject receives each treatment in a random order. 

c. Randomized Block Design – Sort your subjects into groups (blocks) of similar units.  

Randomly assign a treatment to each SUBJECT in each block.  Try to have the 

same number of units assigned to each treatment within each block. 
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