
AP Statistics      NAME:       

Exam Review: Strand 3: Anticipating Patterns Date:      Block:  

III. Anticipating Patterns: Exploring random phenomena using probability and simulation  

(20%-30%) 

Probability is the tool used for anticipating what the distribution of data should look like under 
a given model. 

1. Probability 

1. Interpreting probability, including long-run relative frequency interpretation 

2. 'Law of Large Numbers' concept 

3. Addition rule, multiplication rule, conditional probability, and independence 

4. Discrete random variables and their probability distributions, including 

binomial and geometric 

5. Simulation of random behavior and probability distributions 

6. Mean (expected value) and standard deviation of a random variable, and 

linear transformation of a random variable 

2. Combining independent random variables 

1. Notion of independence versus dependence 

2. Mean and standard deviation for sums and differences of independent 

random variables 

3. The normal distribution 

1. Properties of the normal distribution 

2. Using tables of the normal distribution 

3. The normal distribution as a model for measurements 

4. Sampling distributions 

1. Sampling distribution of a sample proportion 

2. Sampling distribution of a sample mean 

3. Central Limit Theorem 

4. Sampling distribution of a difference between two independent sample 

proportions 

5. Sampling distribution of a difference between two independent sample 

means 

6. Simulation of sampling distributions 

7. t-distribution 

8. Chi-square distribution 



A: 

Rolling a 1 

B: 

Sum of 10 

I. Probability 

Sample Space (S) – The set of all possible disjoint outcomes, or simple events, of a 

chance process.  All of the probabilities of the outcomes in  a sample space must add to 1. 

ex. For the roll of a single die, S = {1, 2, 3, 4, 5, 6} 

 Outcome – one of the possible results of a chance process. 

Event – a collection of outcomes or simple events.  That is, an event is a subset of the 

sample space. 

Probability – a number between 0 and 1 (0% to 100%) that tells how likely it is for an 

event is to happen. Probability of outcome A = P(A) = 
spacesample

outcomessuccessfulof#
 

  

Disjoint (Mutually Exclusive): two different outcomes can’t occur on the same 

opportunity.   

ex. Event A: Rolling a 1.  Event B: Rolling a sum of 

10. 

  

Law of Large Numbers – In a random sampling, the larger 

the sample, the closer the proportion of successes in the sample tends to be to 

the proportion in the population. 

 

Fundamental Principle of Counting – For a multiple stage process, the number of possible 

outcomes for all stages taken together = the product of the total # of outcomes 

of each stage. 

 ex.   

Stage Flip a coin Roll a 6-sided die Roll a 3-sided die 

# of outcomes 2 6 3 

Total sample space for all stages = 2 • 6 • 3 = 36 

 

 Probability of Combined Events 

P(A  B) = P(A or B) = P(A) + P(B) – P(A and B)  

P(A  B) = P(A and B) = P(A) • P(B|A) 

       P(A and B) = P(B) • P(A|B) 

 

Conditional Probability 

P(A happens given B happens) = P(A|B) = 
)(

)(

BP

BandAP
    

Note: If A and B are disjoint, 

then P(A and B) = 0 

Note: If A and B are independent, 

then P(A|B) = P(A) and P(B|A) = P(B) 



Independent Events: Events A and B are independent if and only if event A does not 

affect event B. 

P(A|B) = P(A)  OR  P(B|A) = P(B) 

Multiplication Rule for Independent Events:  

P(A1 and A2 … and An) = P(A1) • P(A2)  • … • P(An)    BECAUSE P(A1| A2) = P(A1) 

  Probability Distribution – gives all possible outcomes along with their probabilities. 

Expected Value: The mean of a probability distribution = E(x) = µx = Σ(xp) 

Variance: Var(X) = σx
2 = Σ(x - µx)

2 • p  Standard Deviation = σx = 2

x  

ex. Discrete probability distribution for the sum of 2 six-sided die.  

   NOTE: the sum of p = Σp = 1 and 0 ≤ p ≤ 1 

E(x) = µx = Σ(xp) = (2)(.028) + (3)(.0555) + .. + 12(.028) = 7 σx = 2.42 

Calculator TIP: Find µx and σx by putting x in L1 and p in L2.  Go to STAT  “Calc”  1-Var 

Stats  List: L1 and FreqList: L2 

 

 Linear Transformation Rules 

If you add c to each outcome in the probability distribution and multiply by d, what 

happens to µx and σx? 

  µc + dx = c + dµx   and   σc + dx = |d|σx 

 

So if you added 3 to each outcome and multiplied each outcome by 2 in our example: 

  µc + dx = 3 + 2(7) = 17 and   σc + dx = |2|(2.42) = 2(2.42) = 4.84 

Notice adding 3 does NOT affect the standard deviation σx. 

 

 Adding and Subtracting Distributions: Mean and Standard Deviation 

 If you add two distributions x and y:   µx + y = µx + µy  σx + y = 22

yx    

If you subtract two distributions x and y:  µx - y = µx - µy  σx - y = 22

yx    
 

II. Simulation: The FOUR Steps 

1.  Assumptions: State any assumptions you are making about the situation.  For example, 

assume the outcomes are independent. 

2.  Model: Describe a random process to conduct one run of a simulation.   

3.  Repetition: Run the simulation a large number of times and construct a frequency table 

to record the results.  Record how frequently each outcome occurs. 

4.  Conclusion: Write a conclusion in context.  Remember this process is an estimate! 

Sum of 2 fair die, x L1 2 3 4 5 6 7 8 9 10 11 12 

Probability, p L2 .028 .0555 .083 .111 .139 .167 .139 .111 .083 .0555 .028 



AP Exam TIP: If you're not sure how to approach a probability problem, see if you can 

design a simulation to get an approximate answer. 

 

ex. The percentage of people who wash their hands after using a public restroom is 67%.  

Suppose you watched 4 randomly selected people using a public restroom.  Use simulation to 

estimate the probability that all 4 washed their hands. 

 

 

 

 

III. Binomial Distribution 

Recognize when a situation is BINOMIAL: 2 outcomes in each trial! 

ex. Flipping a coin, washing hands or not, has a college degree or not, rolling a 4 on a die 

 

The distribution of a random variable X (# of success) is BINOMIAL if . . . 

 B: They are binomial – each trial has exactly two outcomes, success and failure. 

 I: Each trial is independent of the others. 

 N: There is a fixed number, n, of trials. 

S: The probability, p, of a success, is the same on 

     each trial. 

 

Calculator Tips: 

  The probability of getting exactly X successes = binompdf(n, p, x) 

 The probability of getting at most X successes = binomcdf(n, p, x) 

 The probability of getting at least X successes = 1 – binomcdf(n, p , x-1) 

  

ex. About 27% of US adults have at least a bachelor’s degree.  You select 100 adults at 

random from all adults in the US.  

 a. What’s the probability that exactly 30 adults have a bachelor’s degree? 

 

 b. What’s the probability that at most 30 adults have a bachelor’s degree? 

 

c. What’s the probability that at least 30 adults have a bachelor’s degree? 

 

 

Expected Value = E(X) = µx = np          AND         Standard Deviation = σx = )1( pnp   

 

Note: If np ≥ 10 and n(1 – p) ≥ 10, 

then a binomial distribution is 

approximately a normal distribution 



d. How many adults do you expect to have a bachelor’s degree and with what 

standard deviation? 

IV. Geometric Distribution 

 - how many trials must you wait before the FIRST success occurs? 

 

The distribution of a random variable X (# of success) is GEOMETRIC if . . . 

 B: They are binomial – each trial has exactly two outcomes, success and failure. 

 I: Each trial is independent of the others. 

 C: The trials continue until the first success. 

 S: The probability, p, of a success, is the same on each trial. 

 

ex. About 10% of the US population has type B blood.  Suppose a technician is checking 

donations that may be considered independent with respect to blood type. 

 a. What is the probability that the first donation of type B is the 3rd one checked? 

 

b. What is the probability that at most 3 donations will be checked before the       

    first type B? 

 

c. What is the probability that at least 3 donations will be checked before the  

    first type B? 

 

Expected Value = E(X) = µx = 
p

1
          AND         Standard Deviation = σx = 

p

p1
 

 

d. How many donations do you expect to check before the first type B and with 

what standard deviation? 

 

 

 

V. Sampling Distributions 

 - the distribution of a summary statistic you get from taking repeated random samples. 

  

Generating a Sampling Distribution 

1. Take a random sample of a fixed size n from a population. 

2. Compute a summary statistic (i.e. proportion p̂ , mean x , etc. . . .) 

3. Repeat steps 1 and 2 many times 

4. Display the distribution of the summary statistic 

 



Standard error – the standard deviation of the sampling distribution, σx. 

Reasonably likely events – events that lie in the middle 

95% of the distribution. 

Rare (Unreasonably likely) events – events that line in the 

extreme 5% of the distribution. 

 

Point Estimator – a summary statistic from a sample used to estimate a parameter. 

- The summary statistic should be unbiased which means its expected value = 

parameter being estimated. (i.e.   x ) 

- The summary statistic should have as little variability as possible.  The standard 

error should decrease as the sample size increases. 

 

Central Limit Theorem (CLT) – the sampling distribution becomes more normally 

distributed as the sample size, n, increases. 

NOTE: If the population is approximately normal, then the sampling distribution will be 

approximately normal regardless of sample size. 

 

 Shape Center Spread 

Sampling Distribution of the 

Sample Mean, x  

≈ normal if  

n ≥ 30 
 x  

n
x


   

Sampling Distribution of the  

# of successes, X 

≈ normal if  

np ≥ 10 and  

n(1 – p) ≥ 10 

npX   pnpX  1(  

Sampling Distribution of the 

Sample Proportion, p̂   

≈ normal if  

np ≥ 10 and  

n(1 – p) ≥ 10 

pp ˆ  
p

pp
p

)1(
ˆ


  

 

ex.  The ethnicity of about 92% of the population of China is Han Chinese.  Suppose you take a 

random sample of 1000 Chinese. 

 a. What is the probability of getting 90% or fewer Han Chinese in your sample? 

 

 

 b. What is the probability of getting a 925 or more Han Chinese? 

 

 

 c. What numbers of Han Chinese would be rare events?  What proportions? 
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Anticipating Patterns  - Practice Problem SOLUTIONS 

 

 

 



 

 

 

 

 


